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ABSTRACT

Head pose estimation can help in understanding human behavior or to improve head pose invariance in various face analysis applications. Ready-to-use pose estimators are available with several facial landmark trackers, but their accuracy is commonly unknown. Following the goal to find the best landmark based pose estimator, we introduce a new database (called SyLaHP), propose a new benchmark protocol, and describe and implement a method to learn a pose estimator on top of any landmark detector (called HPFL). The experiments (including cross database) reveal that OpenFace comes with the best pose estimator. Further, HPFL models trained on top of landmark trackers outperform the respective built-in pose estimators. The SyLaHP database, source code, and trained models are publicly available for research.

Index Terms— Head pose estimation, facial landmarks, synthetic database, discriminative model.

1. INTRODUCTION

Head pose and gestures are known to play a considerable role in social interaction and nonverbal communication. We turn our head towards a conversational partner, nod to indicate understanding and agreement, and use additional gestures to indicate dissent, confusion, or consideration [1]. Studies found that head pose and movement correlate with several emotions, such as embarrassment and pride [2–5], with medical conditions, such as depression [6–8] and pain [9–11], and with perceived attractiveness [12]. Head pose estimation gives a coarse indication of a person’s gaze direction and is required to estimate it accurately [1]. Knowledge of head pose can also help in face analysis applications, such as face recognition, expression recognition, or age/gender classification to gain invariance to head pose [9, 13].

Altogether, head pose estimation is an important component for understanding behavior in human computer interaction and video-based monitoring systems. We understand it as a tool that many researchers interested in human behavior want to use without a lot of effort. The goal of this work is to help them by comparing available head pose estimators and providing the opportunity to create new estimators easily. We focus on 2D landmark based methods due to the following reasons: (1) there is a growing number of landmark detectors/trackers that can be used for research purposes for free; (2) there is rapid progress in improving the landmark quality, including unconstrained scenarios with difficult lighting, out-of-plane head poses, and occlusions; (3) 2D methods do not need depth data, which is often not available. Further, landmark detection software often includes ready-to-use head pose estimators.

A survey on head pose estimation can be found in [1] (written in 2008). With improvements in depth sensors many recent works focused in 3D head pose (e.g. [14, 15]), which are out of scope here. Some recent 2D approaches, such as [16], learn head pose from texture features directly, but they typically only consider a very limited subset of the poses and/or only predict a coarse pose category. Landmark based approaches seem to be considered straightforward, as they are included in several landmark tracking software packages, but not detailed in publications. Chehra [17] and IntraFace [18] both include head pose estimators, but the underlying method and the accuracy are unknown. The CSIRO Face Analysis SDK [19], which is based on the face tracker by Saragih et al. [20], is open source software; this allows to figure out every detail of the method. To find the landmarks it fits a Constrained Local Model (CLM) to the image. The head pose is implicitly given in the global rigid transformation parameters of the underlying 3D shape model. OpenFace [21] is open source as well and also based on a 3D shape model. But it estimates the head pose after landmark detection by fitting the parametrized 3D shape model to the detected 2D landmarks using a pinhole camera model.

We did not find any information on the head pose estimation accuracy of IntraFace and CSIRO. OpenFace’s accuracy has been evaluated on three datasets [21], outperforming Chehra. However, after looking at the source code we see some problems with the experimental results. First, they do not reflect the actual absolute difference between the estimation and ground truth (as implicitly stated in the paper), but between the respective movements relative to the sequence’s first frame. Second, head pose estimation is only possible if the face was successfully detected or tracked, which is not always the case in challenging datasets; it is not clear how this
was handled in the experiments of [21]. There are samples without a pose estimate, which cannot be included in the calculation of the mean absolute error measure. Thus, meaningful values can only be calculated from the subsets with successful estimations, which differ between methods; so their comparability is limited.

This work contributes the following: (1) We introduce a synthetic database (named SyLaHP) with perfect ground truth for benchmark and training of landmark based head pose estimators (Sec. 2), (2) we suggest a benchmark protocol aiming at better comparability (Sec. 3), (3) we describe a head pose estimation method that can be easily applied on top of any landmark detector (Sec. 4), and (4) we compare the accuracy several ready-to-use head pose estimators, including cross-database experiments (Sec. 5). The database, source code, and pose estimation models are publicly available for research purposes.  

2. SYLAHP DATABASE

We introduce the Synthetic dataset for Landmark based Head Pose estimation (SyLaHP). Compared to other head pose databases, such as BU [22] and BIWI Kinect [23], it comprises more samples, more variation regarding identity, facial expression, and head poses, as well as perfect ground truth (see Table 1). It contains about 6,500 videos rendered using the FaceGen 3D morphable model (3D-MM, similar to [24]).

Identity, facial expression, and head poses are varied systematically. Illumination and occlusions, which are other challenging factors for pose estimation, are not varied in the dataset, since they are handled better and better by current landmark detectors. Each of 30 subjects (with varying ethnicity, age, and gender) is combined with each of 20 facial expressions (including basic emotions, eye closure, and phonemes), resulting in 600 meshes (all created from 3D-MM). Each mesh is rendered in multiple head pose sequences. We define head pose as the orientation of a persons head relative to the view of a camera described by three angles (pitch, yaw, and roll) in a right-handed coordinate system (illustrated in Fig. 1 in [1]). The pose sequences start with

Table 1. Comparison of BU, BIWI, and our new dataset. Pose angles in degree. Colors illustrate distance from zero pose.

<table>
<thead>
<tr>
<th></th>
<th>BU [22]</th>
<th>BIWI [23]</th>
<th>SyLaHP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>6</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Facial expr.</td>
<td>1</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>Samples</td>
<td>14k</td>
<td>16k</td>
<td>101k</td>
</tr>
</tbody>
</table>

![Example images from SyLaHP database with landmarks by OpenFace (top row), Chehra (2'nd row), IntraFace (3'rd row), and CSIRO (bottom row).](http://www.iikt.ovgu.de/LmHeadPoseEstBench.html)

![Fig. 1. Example images from SyLaHP database with landmarks by OpenFace (top row), Chehra (2'nd row), IntraFace (3'rd row), and CSIRO (bottom row).](http://facegen.com/)

3. BENCHMARK PROTOCOL

Pose estimation results depend on prior processing steps, i.e. on face detection and landmark localization. If any of these steps fails, no valid head pose estimation is possible. The remaining subset of the overall data, which is available for calculating the mean absolute error, usually varies, at least if different face detectors or landmark trackers are employed. So the mean errors may be calculated from very different sub-
sets, limiting their comparability. Some authors handle this by reporting a “missed” rate, i.e. how many samples lack a pose estimate, and by computing the mean error measures on the rest of the data [15, 23]. Although this gives a clue on how robust the estimator is, the mean errors still vary with the miss rate, depending on how many of the more difficult samples are taken into account. So it is hard to compare the overall performance of a head pose estimation software with the mean error and miss rate.

As an alternative, we propose a new measure that can be calculated from absolute pose errors. It is based on the cumulative distribution function\(^3\) (CDF), which is widely used in landmark localization and can be calculated from every error measure. We suggest to calculate it from absolute pitch, yaw and roll error, as well as from the mean of these three errors (for more compact presentation). To ensure comparability, the CDF is calculated from all samples, including those without a head pose estimate. As a consequence, the maximum value of the CDF is the proportion of samples with a valid estimate. The CDF plot also tells how errors are distributed; the steeper the function rises, the more samples have a low error. However, if there are many CDFs to compare, a graph will become crowded. As an easy-to-compare and compact measure we propose to calculate the area under the curve,

\[
AUC_α = \frac{1}{α} \int_0^α f(\epsilon)\,d\epsilon, \quad (1)
\]

where \(\epsilon\) is an error measure (e.g. absolute pitch error), \(f(\epsilon)\) is the CDF of \(\epsilon\) on the sample set, and \(α\) is the upper bound of the integration, i.e. the maximum error that is considered acceptable. We divide by \(α\) to normalize the result so that the perfect estimator reaches a value of one. As we are mainly interested in high accuracy, we set \(α = 10^\circ\)

The CDF and \(AUC_α\) can also be computed for subsets of a database. Due to space limitations, we only plot CDF for the whole database. But we compute \(AUC_{10^\circ}\) for a lower pose angle subset, as some applications might only need estimation of close-to-frontal head poses.

4. HPFL METHOD

This Section describes a simple method for learning a Head Pose estimator on top of a Facial Landmark detector (called HPFL). Although it might lack novelty, it is useful for the scientific community due to three reasons: (1) We describe the method in detail and publish the source code for training and prediction. For many other pose estimators, such as those coming with IntraFace or Chehra, neither information on the underlying method, nor open source code is available. (2) The method can be easily combined with any new facial landmark detector. Thus, head pose estimation can benefit from the rapid advances in landmark localization. (3) It performs best on both, SyLaHP-DB and BIWI Kinect Head Pose Database, see Sec. 5.

We predict the head pose through Support Vector Regression (SVR) [25] using the landmarks as features. To gain invariance regarding scale and translation, the landmarks are normalized based on the eyes center points (which we calculate from the inner and outer eye corners) in advance. We scale the points to an inter-ocular distance of one and translate them so that the center of both eyes is in the origin of the coordinate system. Further, we standardize the features, i.e. we subtract the mean of each feature and divide by its standard deviation. The resulting features are fed into an SVR with a radial basis function kernel. To keep the computation time in manageable magnitude, we learn the SVR on a randomly selected subset of the training set. SVR parameters \(C\), \(γ\), and \(ε\) are selected through a grid search on the training set [26]. For this purpose, the set is randomly split into two subsets without subject overlap and subsampled afterwards; one subset (with 500 samples) is used for training and one (with 5,000 samples) for validation. We validate each parameter combination with three different splits and average the results. After finding the best performing parameters, the SVR is retrained on the whole training set with more samples (see Sec. 5).

5. EXPERIMENTS

On two databases, we compare the performance of head pose estimators coming with OpenFace [21], Chehra [17], IntraFace [18], and CSIRO Face Analysis SDK [19, 20]. Further, we applied the proposed HPFL method on top of the 4 landmark trackers.

On SyLaHP database (see Sec. 2) the HPFL method was evaluated using 5-fold cross validation, in which we ensured that subjects occurring in a training set do not occur in the corresponding test set. For each fold, HPFL was trained on

\[\text{Fig. 2. Results on SyLaHP database (cumulative distribution function of pose estimation errors).}\]
6k samples randomly selected from the training set (due to computational complexity of SVR). Then, the CDF was calculated from predictions of all folds. The pose estimators coming with the considered landmark trackers do either not rely on training or could not be retrained, because the method is unknown; so their ready-to-use models were applied for all samples directly.

Fig. 2 shows the CDFs calculated on the mean of (each sample’s) absolute pitch, yaw, and roll error. The values in which the curves saturate, reflect the number of samples for which the underlying landmark tracker provides output; essentially this is the robustness of the tracker regarding extreme poses. On SyLaHP, Chehra is the most robust tracker, followed by OpenFace, and IntraFace. However, Chehra does not provide the most accurate pose estimates. Regarding the estimators coming with trackers, Chehra is clearly outperformed by IntraFace and OpenFace. But pose estimation with Chehra landmarks can be much better, as we see a big improvement when applying HPFL. HPFL also improves results when applied on top of the other trackers (compared to the respective built-in pose estimators). Table 2 lists more results as $AUC_{10^\circ}$ values. HPFL trained with OpenFace landmarks outperforms all others estimators in all error measures. This is probably due to good landmark quality combined with extra information from chin-line landmarks (which are not available for Chehra and IntraFace). The best built-in estimators are IntraFace and OpenFace, depending on the requirements.

In contrast to SyLaHP, the BIWI Kinect database [23] has no perfect ground truth (mean rotation error of $1^\circ$ [23], systematic view-point errors due to distance between depth and RGB camera) and nearly no variation in facial expression. However, to show generalizability of the HPFL method, we evaluated it (and the other estimators) on the BIWI. We trained each HPFL variant on 20k samples randomly selected from the whole SyLaHP database and tested on BIWI afterwards. CDFs of the results are depicted in Fig. 3. OpenFace performs best. Applying HPFL reduces the error for OpenFace, Chehra, and CSIRO.

### Table 2

Results on SyLaHP database ($AUC_{10^\circ}$ measure). We compare head pose estimators coming with landmark tracking softwares and HPFL (see Sec. 4) trained on the same landmark trackers (rows). The $AUC_{10^\circ}$ measures were calculated from for pitch, yaw, and roll angle absolute errors as well as the mean of these absolute errors (columns) for all data of SyLaHP (left) and for a low angle subset (right), i.e. pitch, yaw, and roll not more than $30^\circ$.

<table>
<thead>
<tr>
<th>Head Pose Estimator</th>
<th>Landmarks</th>
<th>All data Pitch</th>
<th>All data Yaw</th>
<th>All data Roll</th>
<th>All data Mean</th>
<th>Low angle subset Pitch</th>
<th>Low angle subset Yaw</th>
<th>Low angle subset Roll</th>
<th>Low angle subset Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provided with landmark tracker</td>
<td>OpenFace</td>
<td>0.533</td>
<td>0.576</td>
<td>0.683</td>
<td>0.579</td>
<td>0.622</td>
<td>0.820</td>
<td>0.862</td>
<td>0.767</td>
</tr>
<tr>
<td>Chehra</td>
<td>0.325</td>
<td>0.409</td>
<td>0.453</td>
<td>0.342</td>
<td>0.461</td>
<td>0.599</td>
<td>0.565</td>
<td>0.522</td>
<td></td>
</tr>
<tr>
<td>IntraFace</td>
<td>0.499</td>
<td>0.608</td>
<td>0.684</td>
<td>0.593</td>
<td>0.641</td>
<td>0.762</td>
<td>0.902</td>
<td>0.767</td>
<td></td>
</tr>
<tr>
<td>CSIRO</td>
<td>0.261</td>
<td>0.291</td>
<td>0.310</td>
<td>0.248</td>
<td>0.395</td>
<td>0.485</td>
<td>0.433</td>
<td>0.414</td>
<td></td>
</tr>
<tr>
<td>HPFL</td>
<td>OpenFace</td>
<td>0.704</td>
<td>0.760</td>
<td>0.803</td>
<td>0.752</td>
<td>0.830</td>
<td>0.901</td>
<td>0.944</td>
<td>0.891</td>
</tr>
<tr>
<td>Chehra</td>
<td>0.627</td>
<td>0.699</td>
<td>0.781</td>
<td>0.686</td>
<td>0.761</td>
<td>0.851</td>
<td>0.924</td>
<td>0.845</td>
<td></td>
</tr>
<tr>
<td>IntraFace</td>
<td>0.570</td>
<td>0.665</td>
<td>0.727</td>
<td>0.650</td>
<td>0.750</td>
<td>0.867</td>
<td>0.935</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>CSIRO</td>
<td>0.469</td>
<td>0.496</td>
<td>0.577</td>
<td>0.509</td>
<td>0.677</td>
<td>0.724</td>
<td>0.831</td>
<td>0.739</td>
<td></td>
</tr>
</tbody>
</table>

*Fig. 3.* Cross-database results on BIWI database (CDF of pose estimation errors). HPFL trained on SyLaHP database.

### 6. CONCLUSION

In this paper we introduced SyLaHP, a comprehensive synthetic database for landmark based head pose estimation. We described HPFL, a method for learning a head pose estimator on top of any landmark detector. The database, source code, and trained models are publicly available. Further, we proposed a new benchmark protocol for pose estimators. In experiments (including cross-database) we compared eight estimators that are available for non-commercial research.

OpenFace and IntraFace provide the most accurate out-of-the-box head pose estimation. However, OpenFace’s face tracking performs better for extreme head poses, i.e. it still provides reasonable landmarks for many poses when IntraFace lost track. Nevertheless, if you are also interested in facial expression analysis, IntraFace might be the better choice, because OpenFace more often fails to track facial deformations (see Fig. 1). So far, CSIRO has been often used to estimate head poses in behavior analysis studies [6,27,28]; for future studies we recommend to avoid CSIRO, since all other options clearly performed better.
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