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Abstract

Please feel free to use this LATEXdocument in any publications for high-order CCM that you

wish to write. I have checked the equations, but please note that there may be a few errors

remaining – especially relating to definitions of bra- and ket-state coefficients and expectation

values. Expansions of spin operators in terms of the high-order operators ought to be correct.

Please let me know if you see any errors!

1



I. CCM GROUND-STATE FORMALISM

The ket and bra ground-state energy eigenvectors, |Ψ〉 and 〈Ψ̃|, of a general many-body

system described by a Hamiltonian H, are given by

H|Ψ〉 = Eg|Ψ〉 ; 〈Ψ̃|H = Eg〈Ψ̃| . (1)

Furthermore, the ket and bra states are parametrised within the single-reference CCM as

follows:

|Ψ〉 = eS|Φ〉 ; S =
∑
I 6=0

SIC+
I ,

〈Ψ̃| = 〈Φ|S̃e−S ; S̃ = 1 +
∑
I 6=0

S̃IC−I . (2)

It may be proven from Eqs. (1) and (2) in a straightforward manner that the ket- and

bra-state equations are thus given by

〈Φ|C−I e−SHeS|Φ〉 = 0, ∀I 6= 0 ; (3)

〈Φ|S̃e−S[H,C+
I ]eS|Φ〉 = 0, ∀I 6= 0 . (4)

We note that these equations are equivalent to the minimization of the expectation value

of H̄ = 〈Ψ̃|H|Ψ〉 with respect to the the CCM bra- and ket-state correlation coefficients

{S̃I ,SI}. We note that Eq. (3) is equivalent to δH̄/δS̃I , whereas Eq. (4) is equivalent to

δH̄/δSI . Furthermore, we note that Eq. (3) leads directly to simple form for the ground-

state energy given by

Eg = Eg({SI}) = 〈Φ|e−SHeS|Φ〉 . (5)

The full set {SI , S̃I} provides a complete description of the ground state. For instance, an

arbitrary operator A will have a ground-state expectation value given as

Ā ≡ 〈Ψ̃|A|Ψ〉 = 〈Φ|S̃e−SAeS|Φ〉 = Ā
(
{SI , S̃I}

)
. (6)

The similarity transform of A is given by,

Ã ≡ e−SAeS = A+ [A, S] +
1

2!
[[A, S], S] + · · · . (7)
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II. HIGH-ORDER GROUND-STATE OPERATORS AND COMMUTATIONS

We begin the treatment of high-order CCM by introducing the ket-state correlation op-

erator given, as usual, by

S =
∑
l

∑
i1,···,il

Si1,···,ils+
i1
· · · s+

il
(8)

However, it is important point to note that each of the indices {i1, i2, · · · , il} runs over all

lattice sites, and that there are (l!) orderings of these indices. Thus, we now introduce explic-

itly a single ordering to the {i1, i2, · · · , il} that we shall indicate by the symbol [i1, i2, · · · , il].

We do this so that we never need to determine explicitly the factors of type (l!) in the later

“pattern-matching” exercise used in order to find the CCM equations. Thus, we rewrite the

CCM ket-state correlation coefficient SI as xI = (l!)SI , such that

S =
∑
l

∑
[i1,···,il]

xi1,···,ils
+
i1
· · · s+

il
(9)

We may now write a set of high-order CCM ket-state operators, given by

Fk ≡ ∑
l

∑
[i2,···,il] xk,i2,···,il s

+
i2 · · · s

+
il

Gkm ≡ ∑
l>1

∑
[i3,···,il] xk,m,i3,···,il s

+
i3 · · · s

+
il

Mkmn ≡
∑
l>2

∑
[i4,···,il] xk,m,n,i4,···,il s

+
i4 · · · s

+
il

Nkmnp ≡
∑
l>3

∑
[i5,···,il] xk,m,n,p,i5,···,il s

+
i5 · · · s

+
il


(10)

Again, we note that this approach means that we never need to determine explicitly the

factors (l!) in the high-order operators, which actually was the case in earlier versions of the

high-order CCM code. In practice, this speeds up the CCM code greatly. The indices k, m,

n, and p depend on sums in the Hamiltonian, and so (at least) one of these indices might

possibly still run over all lattice sites. Furthermore, the following commutation relations
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may be proven:

[szk, S] = Fks
+
k ,

[s−k , S] = −2Fks
z
k −Gkks

+
k ,

[szk, Fm] = Gkms
+
k ,

[szk, Gmn] = Mkmns
+
k ,

[szk, F
2
m] = 2FmGkms

+
k ,

[s−k , Fm] = −2Gkms
z
k −Mkkms

+
k ,

[s−k , F
2
m] = −2G2

kms
+
k − 2FmMkkms

+
k − 4FmGkms

z
k ,

[szk,Mmnp] = Nkmnps
+
k ,

[s−k , Gmn] = −2Mkmns
z
k −Nkkmns

+
k .



(11)

We may now write the similarity-transformed expressions of the single-spin operators

sα ; α ≡ {+,−, z}, where s− ≡ (s+)† = sx − isy, as

e−Ss+
k e

S ≡ s̃+
k = s+

k

e−Sszke
S ≡ s̃zk = szk + Fks

+
k

e−Ss−k e
S ≡ s̃−k = s−k − 2Fks

z
k −Gkks

+
k − F 2

k s
+
k .

 (12)

We see that there is a repeated index in Gkk in the similarity transformed version of s− .

Clearly, this term contributes only for systems with spin quantum number s > 1
2
.

III. DERIVING AND SOLVING THE CCM GROUND-STATE EQUATIONS

We now wish to determine and solve the CCM ket-state equations, where the I-th such

equation is given by

EI ≡ 〈Φ|C−I e−SHeS|Φ〉 = 0 ,∀I 6= 0 . (13)

(Note that we assume that 〈Φ|C−I C+
I |Φ〉 = 1 in the above equation). Specific terms in the

Hamiltonian are now explicitly written in terms of the high-order CCM operators as:

TERM 1 : s̃zi s̃
z
j = szi s

z
j + Fjs

+
j s

z
i + Fis

+
i s

z
j +Gijs

+
i s

+
j + FiFjs

+
i s

+
j

TERM 2 : s̃zi s̃
+
j = s+

j s
z
i + Fis

+
i s

+
j

TERM 3 : s̃zi s̃
−
j = −2Fjs

z
i s
z
j − 2Gijs

+
i s

z
j −Gjjs

+
j s

z
i −Mijjs

+
i s

+
j − 2FiFjs

+
i s

z
j

−2FjGijs
+
i s

+
j − FiGjjs

+
i s

+
j − FiF 2

j s
+
i s

+
j − F 2

j s
+
j s

z
i

TERM 4 : s̃+
i s̃

z
j = s+

i s
z
j + Fjs

+
i s

+
j

4



TERM 5 : s̃−i s̃
z
j = −2Fis

z
i s
z
j − 2Gijs

+
j s

z
i −Giis

+
i s

z
j −Miijs

+
i s

+
j − 2FiFjs

+
j s

z
i

−2FiGijs
+
i s

+
j − FjGiis

+
i s

+
j − FjF 2

i s
+
i s

+
j − F 2

i s
+
i s

z
j

TERM 6 : s̃+
i s̃
−
j = −2Fjs

+
i s

z
j −Gjjs

+
i s

+
j − F 2

j s
+
i s

+
j

TERM 7 : s̃−i s̃
+
j = −2Fis

+
j s

z
i −Giis

+
i s

+
j − F 2

i s
+
i s

+
j

TERM 8 : s̃+
i s̃

+
j = s+

i s
+
j

TERM 9 : s̃−i s̃
−
j = 4Gijs

z
i s
z
j + 2Miijs

+
i s

z
j + 2Mijjs

+
j s

z
i +Niijjs

+
i s

+
j

+2G2
ijs

+
i s

+
j + 2FjMiijs

+
i s

+
j + 4FjGijs

+
j s

z
i + 4FiFjs

z
i s
z
j

+4FiGijs
+
i s

z
j + 2FiGjjs

+
i s

+
j + 2FiMijjs

+
i s

+
j + 4FiFjGijs

+
i s

+
j

+2FiF
2
j s

+
j s

z
i + 2FjGiis

+
i s

z
j +GiiGjjs

+
i s

+
j + F 2

j Giis
+
i s

+
j

+2F 2
i Fjs

+
i s

z
j + F 2

i Gjjs
+
i s

+
j + F 2

i F
2
j s

+
i s

+
j

TERM 10 : s̃zi = szi + Fis
+
i

TERM 11 : s̃−i = −2Fis
z
i −Giis

+
i − (Fi)

2s+
i

TERM 12 : (s̃zi )
2 = (szi )

2 + 2Fis
+
i s

z
i +Gii(s

+
i )2 + Fi(s

+
i )2 + F 2

i (s+
i )2

TERM 13 : s̃+
i = s+

i (14)

(Note that s−|Φ〉 = 0 is implicitly assumed in Eq. (14) above.) We now “pattern-match” the

C−i operators to those the relevant terms in the Hamiltonian from Eq. (14) above in order to

form the CCM equations EI = 0 of Eq. (13 at a given level of approximation. These coupled

non-linear equations are then solved readily by using, e.g, the Newton-Raphson method.

However, these are solved via direct iteration for larger values of the approximation level

because the cost of storing the Jacobian in local memory for the Newton-Raphson (or other)

method becomes prohibitive. This may be parallelised also to achieve very high orders of

approximation and this is discussed below.

We now define the following new set of CCM bra-state correlation coefficients given by

x̃I ≡ NB/N(l!)νI S̃I and we assume again that 〈Φ|C−I C+
I |Φ〉 = 1. Note that NB is the

number of Bravais lattice sites. Note also that for a given cluster I then νI is a symmetry

factor which is dependent purely on the point-group symmetries (and not the translational

symmetries) of the crystallographic lattice and that l is the number of spin operators. We

note that the coefficients νI , and (l!) etc. never need to be explicitly determined. The CCM
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bra-state operator may thus be rewritten as

S̃ ≡ 1 +N
NF∑
I=1

x̃IC
−
I , (15)

such that we have a particularly simple form for H̄, given by

H̄ = N
NF∑
I=0

x̃IEI , (16)

where x̃0 = 1. We note that the E0 is defined by E0 = 1
N
〈Φ|e−SHeS|Φ〉 (and, thus, E0 =

1
N
Eg) and that EI is the I-th CCM ket-state equation defined by Eq. (13). The CCM

ket-state equations are easily rederived by taking the partial derivative of H̄/N with respect

to x̃I , where
δ(H̄/N)

δx̃I
(≡ 0) = EI . (17)

We now take the partial derivative of H̄/N with respect to xI such that the bra-state

equations take on a particularly simple form, given by

δ(H̄/N)

δxI
=
δE0

δxI
+

NF∑
J=1

x̃J
δEJ
δxI

(≡ 0) = ẼI . (18)

The equation ẼI = 0 is easily solved computationally via LU decomposition for low to

medium orders of approximation or via direct iteration (which may be parallised – discussed

below) for even higher orders of approximation, once the CCM ket-state equations have been

determined and solved. The numerical values of the coefficients {x̃I} may thus be obtained.

We note that this approach greatly simplifies the task of determining the bra-state equations

because we infer the bra-state equations directly from those of the ket-state equations via

Eq. (18). Thus, we never need to evaluate Eq. (4) explicitly.

IV. GENERALISED GROUND-STATE EXPECTATION VALUES

Expectation values of spin operators may be treated in an analogous manner to that of

the expectation value of the Hamiltonian, given by H̄. We write:

AI = 〈Φ|C−I e−SAeS|Φ〉 (19)

and with C−0 = 1. The similarity transform of A is defined by Eq. (6) and once again this

process results in terms such as those shown in Eq. (14) may again be employed. However,
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we do not constrain k and m in two-body terms to be nearest-neighbours although in this

case. The expectation value of the generalised may again be written in a particularly simple

form as

Ā = 〈Ψ̃|A|Ψ〉

= N
NF∑
I=0

x̃I〈Φ|C−I e−SAeS|Φ〉

⇒ Ā = N
NF∑
I=0

x̃IAI (20)

where x̃0 = 1 also and A0 = 1
N
〈Φ|e−SAeS|Φ〉. The same code used to find ground-state

equations may be used to find the generalised expectation values. Again we note that the

index I in Eq. (20) runs from zero to Nf . Again, we note that factors such as NB or νI or l!

in FI do not need to be determined explicitly because they cancel because of the definition

of {x̃I} given above.

V. DIRECT ITERATION OF THE GROUND-STATE EQUATIONS AND PAR-

ALLELIZATION

The parallelization of the ground-state CCM problem for very high-order CCM is achieved

by solving the ket- and bra-state equations (i.e., EI = 0 and ẼI = 0, respectively) via direct

iteration. For the case of the ket-state equations this is slightly more complicated because

there are non-linear terms with respect the ket-state correlation coefficients {xI}. We collect

the linear terms for xI for the ith CCM ket-state equation on the left of the equation and

all other terms on the right. We carry out exactly the same procedure for the bra-state,

although in this case the problem in linear with respect to {x̃I}. This is written conveniently

for the ket state as

xI = EI(x1, x2, · · · , xI−1, xI+1, · · · , xNf
, x2

1, x
2
2, · · · , x4

1, · · · , x4
Nf

) , (21)

and for the bra state as,

x̃I = ẼI(x̃1, x̃2, · · · , x̃I−1, x̃I+1, · · · , x̃Nf
; x1, x2, · · · , xNf

, x2
1, x

2
2, · · · , x3

1, · · · , x3
Nf

) . (22)

Clearly, these equations may be solved for xI and x̃I by iterating them “directly” until

convergence. Indeed, the local memory usage is vastly reduced because we do not need to

store any Jacobian or other large matrix that scales in size with N2
f .
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Furthermore, the computational problem posed by solving Eqs. (21) and (22) via direct

iteration may be solved using parallel processing. The different equations of Eqs. (21) and

(22) for different values of the index I are determined separately on different processors.

The equations for the different values of I are then stored locally to each processor. As each

iteration of the “direct iteration” method we find the right-hand sides of those relevant values

of I allocated to each processor. We then collect the right-hand side into a single array and

this forms our values for xI or x̃I for the next iteration. Again, we note that we must solve

the ket-state equations of Eq. (21) first and then these values for the ket-state coefficients

are used in the bra-state equations of Eq. (22). This approach is a simple “brute-force”

method, although it has been found to be surprisingly successful at going to very high orders

of approximation. Indeed, we may now treat of order 106 fundamental clusters using this

approach and for approximately 103 processors used in parallel. Clearly, a similar approach

may also be used to find the “generalised” expectation values via parallel processing.

VI. THE EXCITED-STATE FORMALISM

We now consider how the excited state may be treated using the CCM via a high-order

approach. We begin by remarking that the excited-state wave function is given by

|Ψe〉 = Xe eS|Φ〉 . (23)

The Schrödinger equation, Ee|Ψe〉 = H|Ψe〉 and the equivalent equation for the ground state

lead (after some simple algebra) to

εeX
e|Φ〉 = e−S[H,Xe]eS|Φ〉 (≡ R̂|Φ〉) , (24)

where εe ≡ Ee − Eg is the excitation energy. We note that the excited-state correlation

operator is written as,

Xe =
∑
I 6=0

X e
IC

+
I , (25)

Eq. (25) implies the overlap relation

〈Φ|Ψe〉 = 〈Φ|X̃eS|Φ〉

⇒ 〈Φ|Ψe〉 = 0 . (26)
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We now apply 〈Φ|C−I to Eq. (24) in order to form the basic equation for the excited state,

given by

εeX e
I = 〈Φ|C−I e−S[H,Xe]eS|Φ〉 ,∀I 6= 0 , (27)

which is a generalised set of eigenvalue equations with eigenvalues εe and corresponding

eigenvectors X e
I . We note that the choice of clusters for the excited-state may be different

from those for the ground state. For example, the ground state for the model considered

here is in the subspace szT ≡
∑
i s
z
i = 0, whereas the excited state has szT ≡

∑
i s
z
i = +1. The

number of excited-state “fundamental” clusters that are distinct under the translational and

point-group symmetries of the lattice and Hamiltonian is given by Nfe .

VII. HIGH-ORDER EXCITED-STATE OPERATORS AND COMMUTATIONS

In a similar manner as for the ground-state, we now define excited state operator via

X =
∑
l

∑
[i2,···,il]

Xe
ii,···,ils

+
i2
· · · s+

il
(28)

where the expression [i1, · · · , il] indicates that we choose one of the (l!) possible orderings

of the spin-raising operators and Xe
I ≡ Xe

ii,···,il = (l!)X e
I . We now also define the further

high-order operators for the excited state, given by

Pk ≡ ∑
l

∑
[i2,···,il] X

e
k,i2,···,il s

+
i2 · · · s

+
il

Qkm ≡ ∑
l>1

∑
[i3,···,il] X

e
k,m,i3,···,il s

+
i3 · · · s

+
il

Rkmn ≡
∑
l>2

∑
[i4,···,il] X

e
k,m,n,i4,···,il s

+
i4 · · · s

+
il

Tkmnp ≡
∑
l>3

∑
[i5,···,il] X

e
k,m,n,p,i5,···,il s

+
i5 · · · s

+
il


(29)

Again, we note that this approach means that we never need to determine explicitly the

factors (l!) in the high-order operators. The following commutation relations may also be
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proven:

[szk, X] = Pks
+
k ,

[s−k , X] = −2Pks
z
k −Qkks

+
k ,

[szk, Pm] = Qkms
+
k ,

[szk, Qmn] = Rkmns
+
k ,

[szk, P
2
m] = 2PmQkms

+
k ,

[s−k , Pm] = −2Qkms
z
k −Rkkms

+
k ,

[s−k , P
2
m] = −2Q2

kms
+
k − 2PmRkkms

+
k − 4PmQkms

z
k ,

[szk, Rmnp] = Tkmnps
+
k ,

[s−k , Qm,n] = −2Rkmns
z
k − Tkkmns+

k .



(30)

VIII. DERIVING AND SOLVING THE EXCITED STATE EQUATIONS

We now wish to determine and solve the CCM excited-state equations given by Eq. (27)

Specific terms in the Hamiltonian are now explicitly written in terms of the new excited-state

high-order CCM operators as:

TERM 1 : e−S[szi s
z
j , X

e]eS = Pis
+
i s

z
j + PiFjs

+
i s

+
j + Pjs

+
j s

z
i + PjFis

+
i s

+
j +Qijs

+
i s

+
j

TERM 2 : e−S[szi s
+
j , X

e]eS = Pis
+
i s

+
j

TERM 3 : e−S[szi s
−
j , X

e]eS = −2PiFjs
+
i s

z
j − PiGjjs

+
i s

+
j − PiF 2

j s
+
i s

+
j − 2Pjs

z
i s
z
j − 2PjFjs

+
j s

z
i

−2PjFis
+
i s

z
j − 2PjGijs

+
i s

+
j − 2PjFiFjs

+
i s

+
j − 2Qijs

+
i s

z
j

−2FjQijs
+
i s

+
j −Qjjs

+
j s

z
i − FiQjjs

+
i s

+
j −Rijjs

+
i s

+
j

TERM 4 : e−S[s+
i s

z
j , X

e]eS = Pjs
+
i s

+
j

TERM 5 : e−S[s−i s
z
j , X

e]eS = −2PjFis
+
j s

z
i − PjGiis

+
i s

+
j − PjF 2

i s
+
j s

+
i − 2Pis

z
i s
z
j − 2PiFjs

+
j s

z
i

−2PiFis
+
i s

z
j − 2PiGijs

+
i s

+
j − 2PiFiFjs

+
i s

+
j − 2Qijs

+
j s

z
i

−2FiQijs
+
i s

+
j −Qiis

+
i s

z
j − FjQiis

+
i s

+
j −Riijs

+
i s

+
j

TERM 6 : e−S[s+
i s
−
j , X

e]eS = −2Pjs
+
i s

z
j −Qjjs

+
i s

+
j − 2PjFjs

+
i s

+
j

TERM 7 : e−S[s−i s
+
j , X

e]eS = −2Pis
+
j s

z
i −Qiis

+
i s

+
j − 2PiFis

+
i s

+
j

TERM 8 : e−S[s+
i s

+
j , X

e]eS = 0

TERM 9 : e−S[s−i s
−
j , X

e]eS = 4PiFjs
z
i s
z
j + 4PiGijs

+
i s

z
j + 2PiGjjs

+
j s

z
i + 2PiMijjs

+
i s

+
j

+4PiFiFjs
+
i s

z
j + 4PiFjGijs

+
i s

+
j + 2PiFiGjjs

+
i s

+
j + 2PiFiF

2
j s

+
i s

+
j
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+2PiF
2
j s

+
j s

z
i + 2QiiFjs

+
i s

z
j +QiiGjjs

+
i s

+
j +QiiF

2
j s

+
i s

+
j

+4Qijs
z
i s
z
j + 4QijFjs

+
j s

z
i + 4QijFis

+
i s

z
j + 4QijGijs

+
i s

+
j

+4QijFiFjs
+
i s

+
j + 2Riijs

+
i s

z
j + 2RiijFjs

+
i s

+
j + 2Rijjs

+
j s

z
i

+2RijjFis
+
i s

+
j + Tiijjs

+
i s

+
j + 4PjGijs

+
j s

z
i + 2PjMiijs

+
i s

+
j

+4PjFis
z
i s
z
j + 4PjFiFjs

+
j s

z
i + 2PjGiis

+
i s

z
j + 2PjGiiFjs

+
i s

+
j

+2PiF
2
i s

+
i s

z
j + 2PjF

2
i Fjs

+
i s

+
j + 4PjFiGijs

+
i s

+
j + 2QjjFis

+
j s

z
i

+QjjGiis
+
i s

+
j +QjjF

2
i s

+
i s

+
j

TERM 10 : e−S[szi , X
e]eS = Pis

+
i

TERM 11 : e−S[s−i , X
e]eS = −2Pis

z
i −Qiis

+
i − 2PiFis

+
i

TERM 12 : e−S[(szi )
2, Xe]eS = 2Pis

+
i s

z
i +Qii(s

+
i )2 + Pi(s

+
i )2 + 2PiFi(s

+
i )2

TERM 13 : e−S[s+
i , X

e]eS = 0 (31)

(Note that s−|Φ〉 = 0 is implicitly assumed in Eq. (31) above.) Again, we now “pattern-

match” the C−I operators (this time with respect to the fundamental set of the clusters

in the excited state) to those the relevant terms in the Hamiltonian from Eq. (27) above

in order to form the CCM excited-state equations at a given level of approximation. By

contrast to the case for the ground state, we see that the high-order operators of Eq. (29)

are in linear in those terms in Eq. (31). We choose the eigenvalue of lowest value to be

our result, and this method was found to provide good results in regions of the parameter

space for which the model state was a good choice. Hence, once again we note that we have

formed an eigenvalue problem, which is readily solved using a standard eigenvalue solver.

However, the computational problem thus formed uses local memory that scales with the

number of fundamental clusters used in the excited state, i.e., as N2
fe

. Again, this becomes

prohibitive computationally for extremely large values of Nfe and so we again use direct

iteration methods.

IX. DIRECT ITERATION OF THE EXCITED-STATE EQUATIONS AND PAR-

ALLELIZATION

The eigenvalue equations of Eq. (27) may be iterated directly in order to solve them.

We denote the matrix for the eigenvalue problem of Eq. (27) by A and we denote the
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eigenvectors by y = (Xe
1 , · · · , XNFe

)T . Hence, we iterate directly the eigenvalue equation

given by

Ay = λy . (32)

This is just the well-known “power iteration” method and the ratios of Xe
I in successive

iterations yields the relevant eigenvalue. However, the eigenvalue determined in this manner

is the eigenvalue of largest magnitude, λMAX, rather than the lowest (generally the one of

smallest magnitude λMIN for our purposes) that we wish to obtain here. Thus, we use find

the eigenvalue of smallest magnitude by using the “shifted” power iteration method. Once

λMAX has been found, we then solve the following eigenvalue equation by direct iteration:

(A− λMAXI)y′ = λ′y′ . (33)

This process ought to converge to an eigenvalue λ′ = λMIN − λMAX. Indeed, this was found

to be the case for the model studied here at all levels of approximation in those regions

where the model state was a “good choice”. Furthermore, we saw that the lowest-valued

eigenvalue obtained in this manner agreed perfectly with those results for the eigenvalue of

lowest values obtained via a complete diagonalization of the matrix eigenvalue problem at

every level of approximation.

We note that the local memory usage is again far lower for this “power iteration” approach

rather than the corresponding “complete diagonalization” of the matrix problem because

we need store only the values for the set {Xe
I} at each point. Finally, the direct iterative

solution of the CCM excited-state problem may be parallelized readily. Again, we share the

problem of finding the right-hand side of Eq. (27) over all processors for different values of

I. We then collect the results together in order to form the left-hand side of Eq. (27). We

iterate to find λMAX. A similar parallelization process is then used to find λMIN.
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