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Abstract
The paper concerns two-machine flow-shop scheduling problem with a common due
date and the late work criterion. It presents an NP-hardness proof based on
a transformation from the partition problem together with a pseudo-polynomial time
dynamic programming approach. The results made it possible to classify
the problem as binary NP-hard.

Introduction

The late work criterion can be applied for all scheduling cases where the size of late parts of

particular activities should be minimised without taking into account the quantity of the delay.
This performance measure finds its applications in control processes [1, 3. 12], agriculture

processes [10, 11, 12] or manufacturing planning [12].
The late work objective function was first proposed for the parallel machines scheduling

problem [1, 3] and then applied for one-machine environment [10, 11]. The criteria minimising
the amount of late work have been recently applied for shop scheduling, particularly to two-

machine cases with a common due date [4, 5, 12].

Introducing the following notation [2]:

- the set of jobs, | J | =n,

- the i-th job,

- the due date for a job J; (in a common due date case, d; = d for all J;),

w; - the weight of'a job J;,

m - the number of machines M; (in the case considered, m = 2),

Ty - the task representing processing a job J; on a machine M;,

pij - the processing time of a task Tj;

Cj - the completion time of a task Tj;,

the late work value for a particular job J; is defined in the non-preemptive case as:

Y; = Zmin{max{(),Cij _di}pij}

Tijel;



If preemptions are allowed, then the late work for a job J;, which particular task Tj is executed

in k;; parts, where the k-th part starts at the time Sg and finishes at the time Cg is defined as:
i k k
Yi= Y Y max%ij —max{di,Sij }0}
Tjjelj k=1

Based on the parameter defined above, the late work criteria are defined as:

Y= 2Yi. Yy= 2wWY;
Jiel; Jiel;

2. ProblemF2|d;=d|Y,

The two-machine flow-shop problem with a common due date and the weighted late work
criterion is binary NP-hard. Its complexity status has been determined based on a transformation of
the partition problem [7] to the decision counterpart of this scheduling case and on a formulation
of a pseudo-polynomial time dynamic programming approach solving it.

2.1. NP-hardness proof

The NP-hardness of the problem F2 |d;=d|Y,, is shown by transforming to it the partition
problem defined as follows.
Does there exists a subset A' ¢ A, where A is a set of elements a; € A described by a positive

integer size s(a;), such that Y s(aj)= > .s(aj)?
ajeA’ ajeA\A’
For a given instance of the partition problem, we construct an instance of the scheduling

problem with a due date d equal to 2B, where B=>"s(aj)and n=| A | +1 jobs. Jobs Jy, ... J,,
ajeA
have the unary weights w; = 1 and consist of tasks with the processing times p;; = 0 and py, = s(a;).
The remaining job J, is executed on both machines for B time units (i.e. p,; = B, p,, = B) and have
a big weight w, = B%
We proved that the partition problem has a solution if and only if there exists a schedule for
the problem F2 | d; = d | Y, with the criterion value not exceeding B.

. 3B d=2B |

B )

jobs J; corresponding to jobs J; corresponding to
elements from a subset A’ elements from a subset A\A’

Figure 1. A schedule corresponding to a solution of the partition problem



If the partition problem has a solution then we construct the schedule, as it is shown in
Figure 1, which is optimal from the late work criterion point of view. If we have an optimal
schedule of the scheduling problem, i.e. with the criterion value Y,, < B, then the job J, has to be
processed early because each late unit of this job will increase the criterion value of w, = B
Moreover, at most B time units of remaining jobs can be processed after J, on M,. The division of
the job set into a subset executed before and after J, on M, (cf. Figure 1) determines a solution of
the partition problem.

With regard to the fact that the flow shop scheduling problem is a special case of the job shop
scheduling one, where all jobs have exactly the same sequence of their execution on particular
machines, we can state that the problem J2 | d;=d | Yy, is also NP-hard.

2.2. Dynamic programming approach

The problem F2|d;=d|Y, can be solved in pseudo-polynomial time by a dynamic
programming method inspired by an approach to the similar problem of minimising the weighted
number of late jobs [9].

Taking into account that in any optimal solution the early jobs have to be scheduled in
Johnson's order [8, 12] and minimising the weighted late work is equivalent to maximising
the weighted early work [12], one has to select the first late job and the set of early jobs to solve
the case. Thus, we consider each job as the first tardy job J, and determine an optimal solution by
calculating a recurrence function fi(A, B, t, a). It denotes the maximum amount of the weighted
early work of jobs Ji, Ji+1, ..., Jx assuming that the first job from this set starts on the machine M,
at the time A and not earlier than at the time B on the machine M,. Additionally, t time units are
reserved for performing jobs among Jy, ..., Ji,; on M; after J, before the common due date d.
Finally, we distinguish with the value a€{0,1} the situations where no job or exactly one job
among Jy, ..., Ji is only partially executed on M, within these t time units.

To solve the problem one has to calculate fi (A, B, t, a) for all jobs J, (k=n, ..., 1) and for all
possible values of A, B, t (0 <A, B, t <d) and ae{0,1}. The optimal value of the weighted early
work is determined by the value 1(0,0,0,0)

The calculations of the recurrence relation presented above and the construction of an optimal
solution requires O(n?d*) time. The existence of a pseudo-polynomial time method allowed one to
classify the problem F2 | d;=d | Y, as NP-hard in the ordinary sense.

3. Conclusions

In the paper the problem F2 | d; =d | Y,, was studied. We showed the binary NP-hardness of
this scheduling case by providing the transformation from the partition problem and formulating
the pseudo-polynomial time dynamic programming approach.

The results obtained for the late work criteria in the shop environment constitute the theoretical
part of the studies on a flexible manufacturing system located at the Poznan University of
Technology [13] and support the analysis of a production planning problem in this system.

Endnotes
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